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Main goal: Secure and Safe AI
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AI is changing our lives

Main issues:

I AI techniques will replace humans in problem
solving.

I AI techniques will replace established algorithms
in the sciences.
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AI replacing humans

I Self-driving vehicles

I Automated diagnosis in medicine

I Automated decision processes

I Automated weapon systems

I Any security system based on face or voice recognition
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AI replacing algorithms

I Medical imaging (MRI, CT, etc)

I Microscopy

I Imaging problems in general

I Radar

I Sonar

I Inverse problems in general

I PDEs
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Why is suddenly AI such a big deal?
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The Pioneers

7 / 58



Citation from the Turing Award jury
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Before and after 2012 - The ImageNet competition

9 / 58



Before and after 2012 - The ImageNet competition

Top 5 ILSVRC 2012 Results

1st Error: 16.4% Deep Learning

2nd Error: 26.1% Other approach

3rd Error: 26.9% Other approach

4th Error: 29.5% Other approach

5th Error: 34.4% Other approach

Top 5 ILSVRC 2017 Results

1st Error: 2.3% Deep Learning

2nd Error: 2.5% Deep Learning

3rd Error: 2.7% Deep Learning

4th Error: 3.0% Deep Learning

5th Error: 3.2% Deep Learning

Table : Results from ImageNet Large Scale Visual Recognition
Competition (ILSVRC).
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Strong confidence in deep learning

The New Yorker quotes Geoffrey Hinton (April 2017):

”They should stop training radiologists now.”
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AI techniques replace doctors
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AI replaces algorithms in medical imaging
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AI replaces algorithms in medical imaging
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Neural nets have excellent properties

The universal approximation theorem:

Theorem 1 (Pinkus, Acta Numerica 1999)

Let ρ ∈ C (R). Then the set of neural networks is dense in C (Rd)
in the topology of uniform convergence on compact sets, if and
only if ρ is not a polynomial.
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What could go wrong?

Deep learning is demonstrating super human behaviour.

There is a mathematical theory suggesting that neural nets have
all the approximation qualities that are needed.
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What could possibly go wrong?

-

AI replacing humans
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What could go wrong?
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What could go wrong?
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What has deep learning actually learned?

”Deep neural networks are easily fooled: High confidence predictions for unrecognizable images”, A. Nguyen, J.
Yosinski, and J. Clune. 2015 IEEE Conference on Computer Vision and Pattern Recognition.
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Deep Fool

Deep Fool was established at EPFL in order to study the stability
of neural networks.
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Deep Fool in practice
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Deep Fool: Universal perturbations
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Deep Fool: Examples
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Structural perturbations
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Structural perturbations

Structural perturbations can also cause the network to fail.
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What could possibly go wrong?

-

AI replacing standard algorithms
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Transforming image reconstruction with AI
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Transforming image reconstruction with AI
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Instability of DL in Inverse Problems - MRI
Experiment from ”On instabilities of deep learning in image reconstruction - Does AI
come at a cost?”, V. Antun, F. Renna, C. Poon, B. Adcock, A. Hansen

Original AUTOMAP Network

AUTOMAP network from ”Image reconstruction by domain-transform manifold
learning”, B. Zhu, J. Z. Liu, S. F. Cauley, B. R. Rosen, M. S. Rosen. Nature (March.
2018).
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Comparison with state-of-the-art

Experiment from ”On instabilities of deep learning in image reconstruction - Does AI
come at a cost?”, V. Antun, F. Renna, C. Poon, B. Adcock, A. Hansen

Original AUTOMAP Network State-of-the-art

AUTOMAP network from ”Image reconstruction by domain-transform manifold
learning”, B. Zhu, J. Z. Liu, S. F. Cauley, B. R. Rosen, M. S. Rosen. Nature (March.
2018).
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Instability of DL in Inverse Problems - MRI
Experiment from ”On instabilities of deep learning in image reconstruction - Does AI
come at a cost?”, V. Antun, F. Renna, C. Poon, B. Adcock, A. Hansen

Figure : Left: Original image + tiny perturbation. Right: Reconstruction (25
% subsampling).

Neural net from ”A Deep Cascade of Convolutional Neural Networks for Dynamic MR
Image Reconstruction”, J. Schlemper, J. Caballero, J. Hajnal, A. Price, D. Rueckert
IEEE Trans. Med. Imag. (to appear).
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Instabilities in Deep Learning
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Do we know what we are doing?

Google’s Ali Rahimi, winner of the Test-of-Time award 2017
(NIPS), “Machine learning has become alchemy. ... I would like to
live in a society whose systems are built on top of verifiable,
rigorous, thorough knowledge, and not on alchemy.”
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Before and after 2012 - The ImageNet competition
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Strong confidence in deep learning

The New Yorker quotes Geoffrey Hinton (April 2017):

”They should stop training radiologists now.”
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What does deep learning actually learn?
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False structures in classification

Conjecture 1 (False structures in classification)

The current training process in deep learning for classification
forces the neural network to learn a different (false) structure and
not the actual structure of the classification problem. There are
three main components:

(i) (Success) The false structure correlates well with the original
structure, hence one gets a high success rate.

(ii) (Instability) The false structure is unstable, and thus the
network is susceptible to adversarial attacks.

(iii) (Simplicity) The false structure is much simpler than the
desired structure, and hence easer to learn e.g. fewer data are
needed and the numerical algorithm used in the training easily
converges to the neural network that captures the false
structure.
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A thought experiment
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Consequences of Conjecture 1

Negative consequences:

(i) The success of deep learning in classification is not due to the
fact that networks learn the structures that humans associate
with image recognition, but rather that the network picks up
unstable false structures in images that are potentially
impossible for humans to detect. This means that instability,
and hence vulnerability to adversarial attacks, can never be
removed until one guarantees that no false structure is
learned. This means a potential complete overhaul of modern
AI.

(ii) The success is dependent of the simple yet unstable structures,
thus the AI does not capture the intelligence of a human.

(iii) Since one does not know which structure the network picks
up, it becomes hard to conclude what the neural network
actually learns, and thus harder to trust its prediction. What
if the false structure gives wrong predictions?
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Consequences of Conjecture 1

Positive consequences:

(I) Deep learning captures structures that humans cannot detect,
and these structures require very little data and computing
power in comparison to the true original structures, however,
they generalise rather well compared to the original structure.
Thus, from an efficiency point of view, the human brain may
be a complete overkill for certain classification problems, and
deep learning finds a mysterious effective way of classifying.

(II) The structure learned by deep learning may have information
that the human may not capture. This structure could be
useful if characterised properly. For example, what if there is
structural information in the data that allows for accurate
prediction that the original structure could not do?
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What could go wrong?
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Testing AI

Worst case v.s. average performance
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What are the appropriate tests for AI?

Tests will depend on application and community:

I Defence and intelligence community

I Healthcare community

I Public sector management community

Should AI products be labeled with warnings describing the
potential non-human behaviour?
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